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Abstract

The purpose of this paper is to construct a model of actions and events that facilitates
reasoning about dynamic domains involving multiple agents. Unlike traditional approaches,
the proposed model allows for the simultaneous performance of actions, rather than use an
interleaving approximation. A generalized situation calculus is constructed for describing
and reasoning about actions in multiagent settings. Notions of independence and correciness
are introduced,'and it is shown how they can be used to determine the persistence of facts
over time and whether or not actions can be performed concurrently. Unlike most previous
formalisms in both single- and ‘multiagent domains, the proposed law of persistence is
monotonic and thus has a well-defined model-theoretic semantics. It is shown how the
concept of causality can be employed to simplify the description of actions and to model
arbitrarily complex machines and physical devices. Furthermore, it is shown how sets of
causally interrelated actions can be grouped together in processes and how this structuring of
problem domains can substantially reduce combinatorial complexity. Finally, it is indicated
how the law of persistence, together with the notion of causality, makes it possible to retain
a simple model of action while avoiding most of the difficulties associated with the frame
problem.



1 Iﬁtroduction

In developing automatic systems for planning and reasoning about actions, it is essential
to have epistemologically adequate models of events, actions, and plans. Most early work
in action planning assumed the presence of a single agent acting in a static world. In the
formulation of these problems, the world was considered to be in one of a potentially infinite
number of states and actions were viewed as mappings between these states [4,16,19,23].
However, the formalisms developed did not allow for simultaneous action, and as such are
inadequate for dealing effectively with most real-world problems that involve other agents
and dynamically changing environments.

Some attempts have recently been made to provide a better underlying theory of action.
McDermott [20] considers an action (or event) to be a set of sequences of states and describes
a temporal logic for reasoning about such actions. Allen {1] adopts a similar view and
specifies an action by giving the relationships among the intervals over which the action’s
conditions and effects are assumed to hold. Related formalisms have been developed by
Dean [3], Pelavin [24] and Shoham [28].

A quite different and potentially powerful approach has recently been proposed by Lan-
sky [14]. Instead of modeling actions and events in terms of world states, she regards events
as primitive and defines states derivatively.

In this paper, we shall examine some of the problems that arise in the representation
of events, actions, and plans in multiagent domains, and describe a model of events and
actions that overcomes most of these problems.

2 Actions and Events

We consider that, at any given instant, the world is in a particular world state. Each world
state consists of a number of objects from a given domain, together with various relations
and functions over those objects. A sequence of world states is called a world history.

A given world state has no duration; the only way the passage of time can be observed
is through some change of state. The world changes its state by the occurrence of events
or actions.! An event type is a set of state sequences, representing all possible occurrences
of the event in all possible situaiions [1,20]. Except where the distinction is important, we
shall call event types simply events.

We shall restrict our attention herein to atomic events. An atomic event is one in which
each state sequence comprising the event contains exactly two elements; it can thus be
modeled as a transition relation on world states. The transition relation of a given event
must comprise all possible state transitions, including those in which other events occur
simullaneously with the given event. Consequently, the transition relation of an atomic
event places restrictions on those world relations that are directly affected by the event, but
leaves most others to vary freely (depending upon what else is happening in the world).

'From a technical standpoint, we shall use these terms synonymonsty.



This is in contrast to the classical approach, which views an event as changing some world
relations but leaving most of them unaltered.

For example, consider a domain consisting of blocks A and B at possible locations 0
and 1. Assume a world relation that represents the location of each of the blocks, denoted
loc. Consider two events, move(4,1), which has the effect of moving block A to location 1,
and move(B,1), which has a similar effect on block B. According io the classical approach
[23], these events would be modeled as follows:

move(A,1) = {{loc(A,0),loc(B,1)} — (loc(A,1),loc(B,1))
{toc(A,0),loc(B,0)) = (loc(A,1),loc(B,0)}}

and similarly for move(B, 1).

Every instance (transition) of move(A, 1} leaves the location of B unchanged, and sim-
ilarly every instance of move(B,1) leaves the location of A unchanged. Consequently, it is
impossible to compose these two events to form one that represents the simultaneous perfor-
mance of both move(4,1) and move( B, 1), except by using some interleaving approximation
[22].

In contrast, our model of these events is

move(A,1) = {{loc(A,0),loc(B, 1)) — {loc(4,1),l0c(B,1))
{loc(A,0),loc( B, 1)} — {loc(A,1),loc(B,0))
{loc{A,0),l0c(B,0)) — {loc(A,1),loc(B,1))
{loc{A,0),l0c(B,0)) — {loc(A,1),loc(B.0))}

and similarly for move(B,1).

This model represents all possible occurrences of these events, including their simultane-
ous execution with other events. For example, if move(A,1) and move(B,1) are performed
simultaneously, the resulting event will be the intersection of their possible behaviors:

move(A,1)||move(B,1) = move(A4,1) N move(B,1)
{{loe{ A,0),l0c(B,0)) — {loc(A,1),loe(B,1))}

Thus, to say that an event has taken place is simply to place constraints on some world
relations, while leaving most of them to vary freely. ‘

Of course, to specify events by listing all the possible transitions explicitly would, in
any iuteresting case, be infeasible. We therefore need some formalism for describing events
and world listories. The one we use here is a generalization of the situation calculus [19],
although most of our remarks would apply equally to other logic-based formalisms.

We first introduce the notion of a fluent [19], which is a function defined on world states.
If we are using predicate calculus, the values of these fluents will range over the relations,
functions, and objects of the domain. For example, the location of a given block A is a
fluent whose value in a given state is the location of block A in that state. If, in a state s,
the location of A is 1, we shall write this as holds{loc(A,1),s). Expressions denoting fluents
that range over objects are often called designators, with a distinction drawn between those



whose denotations are constant over all states (so-called rigid designators) and those whose
denotations may vary (nonrigid designators).

As in the single-agent case, the well-formed formulas of this situation calculus may
contain logical connectives and quantifiers; they can thus express general assertions about
world histories. However, we do not use a “result” function to specify the state resulting
from an event (or action). The reason is that, in our formalism, events are not functions
on states but rather relations on states, and the occurrence of an event in a given state
need not uniquely determine the resulting state. Tlerefore, for a given world history w
containing state s, we let succ(s,w) be the successor of s, and use a predicate occurs(e,s)
to mean that event ¢ occurs in state s. This formulation, in addition to allowing a wider
class of events than in the standard situation calculus, also enables us to state arbitrary
temporal constraints on world histories [24].

In reasoning about actions and events, one of the most important things we need to
know is how they affect the world — that is, we must be able to specify the effects of actions
and events when performed in given situations. We can do this as follows.

Let ¢ and 4 be relational fluents. Then we can describe the effects of an event e with
axioms of the following form:?

Yw,s . holds(¢,s) A occurs(e,s) D holds(v, suce(s,w)) (1)

This statement is intended to mean that, if ¢ is true when event e occurs, ¥ will be true
in the resulting state. It has essentially the same meaning as ¢ 2 [e]3¥ in dynamic logic [11].

With axioms such as these, we can determine the strongest [provable] postconditions
and weakest [provable] preconditions of arbitrary evenis and actions. These can then be
used to form plans of action to accomplish given goals under prescribed initial conditions
[17,26].

It is important to note that axioms of the above form cannot characterize the transition
relation of any given event completely, no matter how many are provided. Ior example,
with such axioms alone, it is not possible to prove for any two actions that they can be
performed concurrently (nor that a plan containing concurrent actions is executable). We
shall have more to say about this later.

Of course, we are often able to make stronger statements about actions and events than
given above. For example, the event move(4,1) satisfies

Y, s . occurs{move(A,1),s) = holds(loc(A,0),s) A holds(loc(A, 1), suec(s, w))

This specification characterizes the event move(4,1) completely — there is nothing more
that can be said about the event or, more accurately, about its associated transition relation.

2We have simplified the notation in two ways. First, without stating so explicitly, we assume throughout
that s and suec(s,w) are elements of w. Second, we shall often use event types to stand for an event instance
of the given type. Thus, axiom 1 should be viewed as shorthand for the following axiom, where ¢ is an event
instance:
Yuw, s, . element(s, w)Aelement(succ(s, w), w)Atype(s, e)Aholds(¢, s)Aoccurs(e, s) D holds(y, suce(s, w)) .



{The importance of this distinction will be made clear when we consider causal relationships
among events.) ‘

Thus, at this point in the story, the frame problem [12,19] does not arise. Because
events, per se, need not place any restrictions on the majority of world relations, we do not
require a large number of frame axioms stating what relations are left unchanged by the
performance of an event (indeed, such statements would usually be false}. In contrast to the
classical approach, we therefore do not have to introduce any frame rule [12] or STRIPS-like
assumption [4] regarding the specification of events.

3 Independence

We have been regarding atomic actions or events as imposing certain constraints on the
way the world changes while leaving other aspects of the situation free to vary as the
environment chooses. That is, each action’s transition relation describes all the potential
changes of world state that could take place during the performance of the action. Which
transition actually occurs in a given situation depends, in part, on the actions and events
that take place in the environment. However, unless we can reason about what happens
when some subset of all possible actions and events occurs - for example, when the only
relevant actions being performed are those of the agent of interest — we could predict very
little about the future and any useful planning would be impossible.

To handle this problem, we first introduce the concept of independence. We define a
predicate indep(p, e, 5), which we take to mean that the fluent p is independent of (i.e., not
directly affected by) event e in situation s. Unlike classical models of actions and events,
this does not mean that, if we are in a state s in which p holds, p will also hold in the
resulting state. Rather, if p is independent of e in some state s, the transition relation
associated with e will include transitions to states in which p does not hold, as well as ones
in which p lolds, while not constraining the values of any other fluents in the resulting
state.® In the general case, we have to specify independence for all three types of fluents:
the relation-valued, function-valued, and object-valued.

For example, we might have
Vs, z,y . holds(z # A, s) D indep(loc(z,y), move(A,1),s) .
This axiom states that, for all x and y, loe(z,y) will be independent of event move(A,1),
provided that « is not block A.

In our ontology, a world state can change only through the occurrence of events. Fur-
thermore, in keeping with our intuitive notion of independence, events that are independent,
of some property cannot influence that property. We therefore have

Y, s, ¢ . holds(¢p,s) A ~holds(p, suce(s,w)) D 3e . (occurs(e,s) A ~indep(p,e,s)) (2)

*Independence can be defined as follows. Let ir{e, 5, s") denote that {s, s} is an element of the transition
relation associated with event e. Then we have that p is independent of e in state s if and only if, for all
¢ such that ¢ is consistent with both p and —p, (35" . tr(e,s,s") A holds(p A ¢,5")) = (35" . tr(e,s, s} A
holds(—pAg,s")). This, of course, is not computable. Note also that an event transition relation may include
states thal cannot occur {because of some domain consiraint) in any world history.



From this we can directly deduce the following law of persistence:

Yw,s, ¢ . holds(¢,s) AVe . (occurs(e,s) D indep(p, e,s)) D holds(¢, suce(s,w)) (3)

This rule states that, if we are in a state s where some condition ¢ holds, and if all events
that occur in state s are independent of ¢, then ¢ will also hold in the next (resulting) state.
For example, we could use this rule to infer that, if move( A, 1) were the only event to occur
in some state s, the location of B would be the same in the resulting state as it was in s.

Unlike many other approaches to persistence [3,10,12,20,25,28], the foregoing law is
tnonotonic, that is, the law does not involve any nonmonotonic operators or depend on any
consistency arguments. Nor is it some fortuitous property of the world in which we live.
Rather, it is a direct consequence of our notions of event and independence. What makes
planning useful for survival is the fact that we can structure the world in a way that keeps
most properties and events independent of one another, thus allowing us to reason about
the future without complete knowledge of all the events that could possibly be occurring.

At first glance, however, it appears as though we would encounter considerable diffi-
culty in specifying independence, simply on the grounds that it should be ascertainable for
each possible fluent/event pair. Indeed, this is hardly surprising, as the foregoing law of
persistence is little different in this respect from the original formalisms that gave rise to
the frame problem [19].

There are two ways we could deal with this difficulty. One is to remain monotonic and
rely on general axioms regarding independence to reduce combinatorial complexity. The
other is to apply some nonmonotonic rule or minimization criterion that would allow inde-
pendence to be specified more succinctly. I discuss the nonmonotonic approach elsewhere
[5]; herein, I want to examine briefly the monotonic specification of independence, so as to
show that such an approach is — in some cases — a practical alternative.

One way in which the combinatorics can be substantially reduced is by explicitly speci-
fying all the events that could possibly affect each fluent.* For example, for a given fluent
p, we might have axioms sucli as the following:

¥s,e . nindep(p,e,s) D({e=e1)V(e=¢€)V...)
or, in its contrapositive form

¥s,e.~((e=e1)V{e=ez)V...) D indep(p,e,s)

Asone would expect that, out of all possible events, tliere will be relatively few that affect
a given fluent, such specifications can reduce considerably the combinatorics of providing
separate independence axioms for each fluent/event pair. A minor complication is that,
because we allow composite events {such as e;||e;, and that combined with, say, es, and so
forth), the axioms for independence cannot be quite so simple as given above. However,
this presents no serious difficulty.

*This is essentially what Lansky does when she defines state predicates in terms of events [14].



A more substantial problem, however, is that this approach requires one to know the
effects of all actions and events that could possibly occur. That is, such axioms do not allow
for the possibility that unspecified events could affect the fluents of interest. This approach
would therefore seem too strong for many real-world applications, though may be useful in
less general contexts.

There are other ways to-specify independence, however, that manage to avoid the combi-
natorial problem, yet do so without banishing unspecified events from the scene and without
introducing nonmonotonicity. In particular, it may be possible to provide axioms describing
the extent to which various actions and events exert their influence. For example, it may
be that events outside a particular region R cannot affect properties inside that region:

Vs, e, ¢ . internalf(¢, R, s) A external.(e, R, s) D indep(¢, e, s)

In this way, a single axiom can specify independence for an entire class of fluent/event
pairs. In large real-world domains this will invariably lead to a substantial reduction in the
combinatorics of the problem. In small blocks worlds, on the other hand, it will not — but
writing down all the independence axioms in such a case is not much of a problemn either.

4 Interference

If we are interested in constructing plans of action, one of the more important considerations
is whether or not the actions constituting such plans are indeed performable. In single-agent
planning, this question is quite easily handled by means of explicitly specifying preconditions
that guarantee action performability. As we shall see, however, it is much more complex in
multiagent demains.

The source of the problem in multiagent planning is that it is not possible to state
simple preconditions {or each individual action, the satisfaction of which would ensure its
performability. In multiagent domains, whether or not an action can be performed will
depend not only on the fulfillment of such preconditions, but also on which events or actions
may (or are required to) occur simultaneously with the given action; it is, after all, of little
use to form a plan that calls for the simultaneous or concurrent performance of actions that
are inherently precluded from coexisting.

This problem is far more crucial than it may first appear. In particular, we are not
concerned merely with issues of deadlock avoidance. In planning and other forms of practical
reasoning, the failure of an action does not necessarily mean that the agent or device
performing the action will thereafter be unable to proceed. Rather, such failure is usually
taken to mean that the desired or intended effects of the action have not been achieved.
Thus, though true deadlock may occur quite rarely, actions often fail to produce their
intended effects because of interference with other, often unanticipated events.

Moreover, much of human planning revolves around the coordination of plans of action.
Some of this is concerned with synchronizing the activities of agents so that tasks involving
more that one agent can be carried out successfully. Such synchronization can be accom-
plished by specifying explicitly what temporal relations should hold among the activities of



the various agents [14,30]. The more difficult problem is to identify interactions among po-
tentially conflicting actions. Indeed, the recognition of possible plan conflicts is considered
by some philosophers to be at the heart of rational behavior [2].

One way to specify such constraints on actions and events is to provide explicit axioms
stating which events should occur simultaneously and which should not. JFor example, we
could have the axiom

Vs . ~(oceurs(er, s) A occurs(ez,s))

to mean that event e; could not occur simultanecusly with event e;. This is exactly the
approach employed by Lansky [14] and Pelavin [24]. However, while it seems that the
synchronization of actions for cooperative tasks is most naturallv expressed directly (that
is, by explicitly specifying the required temporal relations between specific actions), it seems
unreasonable to require that all possible action conflicis also be so specified. FFor most real-
world domains, it is more natural to specify just the effects of actions and to deduce, as the
need arises, whether or not any two actions will interfere with each ancther. Furthermore,
for domains of any complexity, there are potentially a very large number of actions and
events that could interfere with one another. In such cases, the explicit specification of
interference would entail severe combinatorial difficulties, although appropriate structuring
of the problem domain [14] could substantially reduce the combinatorics.

It is desirable, therefore, to be able to determine {freedom from conflict for any specified
events, given simply a description of the effects of these events upon the world. To do this,
we need to prove that the intersection of the transition relations corresponding to the events
of interest is nonempty.

At first glance, it appears as if axioms about the effects of events are all we really need
for determining the possibility or not of event simultaneity. For example, let us assume we
have the following axioms describing events e; and es:

Yw,s . holds(p,s) A occurs(ey,s) D holds(q, suce(s,w))

Yw,s . holds(p,s) A occurs(ez, s) D holds(gz, succe(s, w))

Irom this we can infer that

Yw,s . holds(p,s) A occurs(e;||ez, s) D holds(g A g2, succ(s, w))

Nevertheless, it would be unwise to take these axioms as the basis of a plan to achieve
¢1 A g2. The reason is that, given these axioms alone (or any others of the same form),
it is simply not possible to prove that events e; and ep can occur simultaneously. Nor is
it possible to use consistency arguments to justify the assertion that these events can so
occur; indeed, whether or not these events can take place simultaneously depends on how
they affect other world properties. For example, simultaneity would be impossible if €5, say,
always resulted in 7 being true while es always resulted in r being false. (Of course, given
sufficient axioms about the effects of e, and ez, we could, in this case, prove that they could
not occur together.)



LEven if we are given necessary and sufficient conditions for the occurrence of events [1],
we are still not out of the woods. Tor example, consider that events e; and es satisfy the
following axioms:

Yw,s . occurs(e;, s) = holds(p, s) A holds(qy, suce(s, w))
Yw,s . occurs(ez, s) = holds(p, s) A holds(g,, suce(s, w))

That is, a necessary and sufficient condition for e; having occurred is that p holds at
its inception and ¢; holds at its completion; for ez, ¢ must hold at its completion. But,
even in this case, the best we cah do is to try to prove that it is consistent for these events
to occur simultaneously. This is clearly unsatisfactory from a computational standpoint.
Furthermore, such reasoning is essentially nonmonotonic; the addition of further axioms
may render previously consistent formulas inconsistent and any previous conclusions about
possible event simultaneity may have to be withdrawn.

Another alternative is to determine interference by checking mutual independence for
every fluent in the domain [7]. The major problem with such an approach is that this
determination has to be made for every possible fluent, including unspecified ones. Tor
example, despite the fact that two events may be mutually independent with respect to
every specified fluent in the domain, there may exist some unspecified fluent for which they
are not mutually independent. We are thus required to assume that the explicitly denoted
fluents are the only ones relevant to the determination of interference.

Just as we wanted to avoid introducing any nonmonotonic operator or consistency cri-
terion into our law of persistence, here also we want to avoid any form of nonmonotonicity.
The solution we propose is based on being able to specify conditions under which we can
guarantee performability of a given action or event. Such a condition will be called a correct-
ness condition and, for a given event ¢, condition p, and state s, will be denoted cc(p, ¢, s).
The intended meaning of this statement is that any event that does not interfere with (af-
fect) condition p will not interfere with (prevent) the occurrence of event e.® In addition, of
course, we would need appropriate axioms defining the preconditions for the performance
of e, but this is easily handled in the standard manner.

We now introduce the notion of freedom from interference. We shall say that events e,
and e; are interference-free in a state s if the following condition holds:

3, - cc(,e1,5) A e, e2,5) A indep($, ez, 5) A indep(th,el, )

This condition will hold if, in state s, events e; and e; have no direct effect on the same
properties of the domain. For example, consider the events move(4,1) and move(B,1)
described earlier. We have the following:®

Vs,z,y,X . holds(z # X,s) D indep(loc(z,y), move(X,1),5)

$Correctness conditions can be defined as follows. Let tr(e, s, s') denote that {s,s'} is an element of the
transition relation associated with event e. Then we have that p is a correctness condition for an event ¢ if
and only if, for all ¢ such that both ¢ and —¢ are consistent with p, (3s' . tr(e,s, s')) A holds(p A ¢, 5')) =
(35" . tr(e, s, 8"} A holds(p A ¢, 5")). As with the definition of independence, this is not computable.

SWe assume z and y are rigid designators; see reference [17] for a discussion of this issue.



Vs, X . ce(loe(X,1), move(X,1),s)

If A and B are assumed to denote different objects, it is easy to see that move(4,1) and
move( B, 1) are interference-free. Note that we have assumed that both A and B can occupy
the same location at the same time. If this were not the case, the correctness conditions for
move(A,1) and move(B,1) would have to be altered to include this additional constraint.
The events would then not be interference-free.

It immediately follows that two events will be able to occur simultaneously in a state s
if

1. The preconditions of each event are satisfied in s, and

2. The events are interference-free in s.

It shouid be noted that, if we wish to show that two events can proceed concurrently
(which not only includes simultaneity but also allows either event to precede the other),
we also need to prove that the preconditions of each event are independent of the other
event. This can be done in the same way as for the correctness conditions. One might, in
such circumstances, reserve the term “interference-free” for events that affect neither each
other’s correctness conditions nor preconditions [8]. Actions move(A,1) and move(RB,1)
are also interference-free in this stronger sense, as neither action affects the preconditions
of the other.

In case two events do affect the same fluents (and thus do not satisfy the condition of
interference freedom given above), it might yet be that the fluents are affected in the same
way. If this is so, we say that the events are compatible. Compatible events can occur
simultaneously, and in this sense are also interference-free.

5 Causality

One problem that we have not properly addressed is the apparent complexity of the axioms
of independence and correctness. For example, while it might seem reasonable to state that
the location of block B is independent of the movement of block A, as everyone knows, this
is simply untrue in most interesting worlds. Whether or not the location of B is independent
of the movement of A will depend on a whole host of conditions, such as whether B is in
front of A, on top of A, on top of A but tied to a door, and so on. Indeed, it is often this
apparent endless complexity rather than the combinatorial factors that many people have
in mind when they refer to the frame problem.

One way to solve this problem is by introducing a notion of causality. We allow two
kinds of causation, one in which an event causes the simultaneous occurrence of another
event, and the other in which an event causes the occurrence of a consecutive event. We
denote these two causal relations by causes;(¢,e1,e2) and causes,(¢,e1,ez), respectively,
where ¢ is the condition under which event e, causes event e;. These two kinds of causality
are sufficient to describe the behavior of any procedure, process, or device that is based on
discrete (rather than continuous) events.

10



The axioms expressing the effects of causation are
Yw, s, ¢, e1,e2 . causes (P, e1,ex) A holds(p,s) A occurs{e;, s) D occurs{es, s)
Yw,s, @, e1, ez . causesn{P,e1,e2) A holds(¢p,s) A occurs(er, s) D occurs(es, suce(s, w))

For example, we might have a causal law to express the fact that, whenever a block z is
moved, any block on top of £ and not somehow restrained (e.g., by a string tied to a door)
will also move. We could write this as

Vz,y,1 . causes;({on(y,z) A ~restrained(y)), move(z, 1), (move(y,1))

If this axiom holds, the movement of z will cause the simultaneous movement of ¥ whenever
y is on top of £ and is not restrained.

We use the notion of causality in a purely techmnical sense and, while it has many simi-
larities to commonsense usage, we are not proposing it as a fully-fledged theory of causality.
Essentially, we view causation as a relation between atomic events that is conditional on the
state of the world. We also relate causation to the temporal ordering of events, and assume
that an event cannot cause another event that precedes it. However, as stated above, we do
allow an event to cause another that occurs simultaneously. This differs from most other
formal models of causality {14,20,28], although Allen [1] also allows siinultaneous causation.

We can also use causality to maintain invariants over world states and to simplify the
specification of actions and events. Consider, for example, a seesaw, with ends A and B and
fulcrum F' (Figure 1). Assume that A, F, and B are initially at location 0, and consider
an event mover that moves F' to location 1. Because of the squareness of the fulcrum and
the constraint that 4, F, and B must always remain collinear, movep also results in the
movement of A and B to location 1.

We could model mover by a somewhat complex event that, in and of itself, would affect
not only the location of F', but also the locations of A and B. Using this model, the locations
of I, A, and B would not be independent of mover. However, an alternative view would
be to consider that the only property affected by moveg is the location of the fulcrum F,
and to let moveg cause the simultaneous movement of A and B.

For example, we might have the following causal laws:
causes,(true, mover, move( 4,1))
causess(irue, mover, move( B, 1))

The intended meaning of these causal laws is that, if we perform the event moveg, both
move{A, 1) and move(B,1) are caused to occur simultaneously with movep.

With this axiomatization, the locations of A and B will be independent of moveg.
Of course, because movep always causes the movement of A and B, their locations will
always be indirectly affected by the movement of F; however, from a technical standpoint,
we consider the locations of A and B independent of moveg itself (though not of the
composite event that consists of the simultaneous movements of I, A4, and B). The axioms
of independence {and, similarly, correctness) can thus be considerably simplified, but at the
cost of introducing more complex causal laws. The advantage of doing things this way is
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that the complexity is thereby shifted to reasoning about relationships among events, but
away from reasoning about the relationships between events and fluents.

There are a number of things to be observed about this approach. First, provided that
we add a domain constraint requiring that A, I, and B always remain collinear, we could
simplify the above causal laws so that, for example, we require only that move(A4,1) be
caused by movegr. Using the collinearity constraint, together with the law of persistence,
we can then infer that there must exist yet another event that occurs in state s and that
brings about the simultaneous movement of B.

In many cases, therefore, we do not need to include causal laws to maintain invariant
world conditions; we can instead make use of the constraints on world state to infer the
existence of the appropriate events. However, if we do adopt this approach, we shall have
to find some way of inferring (eitlier monotonically or nonmonotonically) which of all the
potentially appropriate events is the intended one (for example, did the event move B alone,
or did it have other effects on the world as well?).

Second, causal laws can be quite complex, and may depend on whether or not other
events take place as well as on conditions that hold in the world. As a consequence, the
application of causal laws need not yield a unique set of caused events. For example, one
causal law could require that an event e; occur if e; does not, whereas another could require
that es occur as long as e; does not. Given only this knowledge of the world, the most we
could infer would be that just one of the events has occurred — but which one would be
uuknown.

Third, for planning possible future courses of action, the extent of causality must some-
how be limited. Unless we have either first-order axioms or some nonmonotonic rule to
limit causation, any given event could conceivably cause the occurrence of any other event.
Clearly, with the possibility of so many events occurring, any useful planning about the
{uture becomes impossible. This is not a difficult problem, but some care must be taken in
addressing it [5].

It is interesting to note that the “deductive operators” used in SIPE [31] are very much
like the causal laws described lierein. Furthermore, SIPE limits the extent of causation by
use of an implicit closed-world assumption so that, if causation between any two events
cannot be proved, it is assumed that no such relation exists, This yields precisely those
events that are causally necessary.

Finally, some predicates are better considered as defined, which avoids overpopulating
the world with causal laws. For example, the distance between two objects may be con-
sidered a defined predicate. Instead of introducing various causal laws stating how this
relation is altered by various move events, we can simply work with the basic entities of the
problem domain and infer the value of the predicate {rom its definiens when needed.

6 Events as Behaviors

So far, we have identified actions and events with the sets of all their possible behaviors.
However, at this point we encounter a serious deficiency in this approach, as well as all others
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that model actions and events in this way [1,3,20,24,29]. Let us return to the example of the
seesaw described in the previous section. Again assume that A, F, and B are initially at
location 0, and consider two actions, mover and mover, both of which move F to location
1 (see Figure 1). We require that both events also allow all possible movements of 4 and B,
depending on what other events are occurring at the same time (such as someone lifting B).
Of course, the objects must always remain collinear. However, mover and move} differ in
that, when performed in isclation, mover results in the simultaneous movement of A and
B to location 1, whereas move leaves the location of A unchanged while moving B to
location 2.

Because both mover and movel exhibit exactly the same class of possible behaviors,
the transition relations associated with each of these events will be identical. From a purely
behavioral point of view, this is how things should be. To an external observer, it would
appear that movep, say, sometimes changed the location of A and not B (when some
simultaneous event occurred that raised A to location 2), sometimes changed the location
of B and not A (when some simultaneous event raised B), and sometimes changed the
locations of both A and B. (Of course, mover would always change the location of I). As
there is no observation that could allow the observer to detect whether or not another event
was occurring simultaneously, there is no way mover could be distinguished from movef
or any other event that had the same transition relation.

On the other hand, it is very convenient to be able to make such distinctions; humans
seem to have no trouble reasoning about events of this kind, and it would be unwise to
exclude them from our theory. For example, mover and movel may correspond to two dif-
ferent ways of moving F'. On the surface, these events would appear to allow the same class
of behaviors but, because of unobserved differences in the ways that they are performed,
could exhibit different beliaviors in specific situations. In other cases, while an event like
mover might be appropriate to seesaws, an event isomorphic to mover might be necessary
for describing the movement of objects in other contexts. For example, consider the case in
which, instead of being components of a seesaw, A is a source of light and B is I'’s shadow.

Thus, if we wish to be able to distinguish events such as mover and movef, we have
to allow events with identical transition relations to have differing effects on the world,
depending on what other events are, or are not, occurring at the same time. Unfortunately,
our current model of events simply leaves us no way to represent this. We cannot restrict the
transition relation of mover, say, so that it will always yield the statein which A, F, and B
are all at location 1, because that would prevent A or B {rom being moved simultaneously
to other locations. Similarly, we cannot restrict the transition relation of mover to allow
only the movement of B. Nor can we use any general default rule or minimality criteria to
determine the intended effects of an event when performed in any specific context (because
that would yield identical models for both mover and mover). Indeed, in the situation in
which movep is performed in isolation, note that we do not minimize the changes in world
relations or maximize their persistence: both A and B change location along with F.

We therefore consider events to be objects of the domain that have an associated tran-
sition relation, but do not require that events with the same transition relation be deemed
equivalent. Events having the same transition relation may differ in other properties; in
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particular, they may play different causal roles in a theory of the worid."’
For example, in the case of the seesaw, we might have the following axiom for moveg:
causess(p, mover, move(A, 1))
where p = A(s)(Ve . occurs(e,s) D int-free(e, move(A4,1),s)) .

The intended meaning of this causal law is that the movement of F' will cause the movement
of 4 to location 1, provided no event occurs that interferes with the movement of A. If
desired, one could use a similar causal law to describe the movement of B.

On the other hand, move% would cause the movement of B tolocation 2 when performed
in isolation:

causes (g, mover, move(B,2))

where g = A(s)(Ve . occurs(e,s) D ini-free(e, move(B,2),s)) .

It is important to note that this view of events (and any view that, in one way or
another, associates an event with the set of all its possible behaviors [1,3,20,24,29]) requires
that the event transition relation include all possible transitions under all possible situations,
including the simultaneous occurrence of other events. For example, if we wish to allow for
two pushing events opposed to one another to exert sufficient frictional force on a block to
enable it to be lifted, this composite event must be one of the permissible transitions in each
of the individual push events. Thus, two events cannot be combined to yield, synergistically,
an event that is not part of the actions themselves. It follows that, in the specification of
an event, we can only state what is true of all possible occurrences of the event. In the case
of the push event, it would be a mistake to write an axiom stating that the effect of a push
event on a block is to move the block. While this may be true if there is but a single event
affecting the block in question, it is clearly false when two or more such events are acting
upon the block simultaneously.

What s true of all push events (and hence can be stated as an axiom) is that they
exert a force on the object being pushed. Other axioms could then be used to specify under
what conditions opposing forces generate sufficient frictional force to lift objects, while a
third group of axioms could describe how the resultant forces on an object cause it to move.
Depending on the desired level of description, this axiomatization could be either simplified
or elaborated.

7 Processes

It is often convenient to be able to reason about groups of causally interrelated events as
single entitities. For example, we might want to amalgamate the actions and events that
constitute the internal workings of a robot, or those that pertain to each component in

"In a previous paper [7] I identified events with transition relations and let actions alone assume different
causal roles independently of their associated transition relation. Considering the vast literature that already
exists on events and actions, and which, if anything, makes a somewhat different distinction, 1 now believe
this to have been a bad idea.
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a complex physical system. Such groupings of events, together with the causal laws that
relate them to one another, will be called processes.

We assume that we have a set of processes and can classify various events and fluents as
being either internal or external with respect to these processes. Let internals(¢, P, s) and
externaly(¢, P, s) denote these relationships as they hold between a fluent ¢ and process P
in state s, and let internal,(e, P, s} and external.(e, P, s) denote these relationships between
an event e and process P in state s.

We place a number of constraints on the internal and external fluents and events of a
process. First, we require that, for both fluents and events, those classified as internal be
mutually exclusive of those classified as external. Second, we require that, in all situations,
each internal event have a correctness condition that is dependent only on internal fluents.
This property can be expressed as follows:

Ye,s, P . internal.(e, P,s) D 3¢ . internals(@, P,s) A cc(d, e, 5)

We Impose a similar constraint on the preconditions of internal events. Next, we require
that internal fluents be independent of all events except internal ones:

Ve,s, o, P . internal;(¢, P,s) A ~internale(e, P,s) D indep(o, e, s)

External events and fluents are required to obey similar constraints. It is then not difficult
to prove that, if the above axioms are satisfied, the internal events and external events of a
given process are interference-free.

Finally, we require that there be no direct causal relationship between internal and
external events. Thus, the only way the internal events of a given process can influence the
external events of the process (or vice versa) is through indirect causation by an event that
belongs to neither category. Within concurrency theory, these intermediary events (more
accurately, event types) are often called ports. Processes thus impose causal boundaries
and independence properties on a problem domain, and can thereby substantially reduce
cominatorial complexity. Lansky’s notion of a group [14] is quite similar to our notion of
process.

The ease with which processes can be identified will depend strongly on the problem do-
main. In standard programming systems (at least those that are well structured), processes
can be used to represent scope rules and are fairly straightforward to specify. On NASA’s
proposed space station, most of the properties of one subsystem (such as the attitude con-
trol system) will be independent of the majority of actions performed by other subsystems
(such as the environmental and life support system), and thus these subsystems naturally
correspond to processes as defined here. Lansky {14] gives other examples in which processes
are readily specified. '

In other situations, the specification of processes might be more complicated. For ex-
ample, we might know that interference at a distance can occur only as a result of elec-
tromagnetic or gravitational phenomena, and so utilize this knowledge to impose causal
boundaries whenever electromagnetic emissions are shielded and gravitational forces are
negligible. Moreover, in many real-world situations, dependencies will vary as the spheres
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of influence and the potential for interaction change over time. For example, consider how
many actions in real life are taken solely for the purpose of limiting or enhancing interference
with other systems (such as closing a door for privacy, camouflaging military equipment, or
making a phone call).

If we are to exploit the notion of process effectively, it is important to define various
composition operators and to show how properties of the behaviors of the composite pro-
cesses can be determined from the behaviors of the individual processes. For example, we
should be able to write down descriptions of the behaviors of individual agents, and from
these descriptions deduce properties of groups of agents acting together (concurrently). We
should not have to consider the internal behaviors of each of these agents to determine
how the group as a whole behaves. In contrast, all the so-called hierarchical planning sys-
tems (e.g., NOAH [27] and SIPE [31]) analyze interaction down to the atomic level (as was
noticed early by Rosenschein [26]).

The existing literature on concurrency theory [13,21] provides a number of useful com-
position operators. Some examples are given below. They can all be defined in terms of
the causal relations introduced earlier, although we need to introduce a special “no-op” or
“wait” event to prevent forcing the processes to operate in lockstep with one another.

Prefizing (:)
The process e : P is one that can begin by performing the event (strictly speaking, event
type) e, after which it behaves exactly like P.

Sequencing (;)
The process P ; () behaves first like P and, if that concludes successfully, behaves next
like €.
Ambiguity (1)
The process P + ¢ can behave like either P or {). For example, if
BR=(0b:P)+(c:Q) ,
then R can either perform b and evolve into P or perform ¢ and evolve into §.
Parallelism (& )

The process P & ¢ is one in which both P and €} run concurrently. Events that are
designated as synchronous must occur simultaneously, whereas other events can choose to
occur simultaneously with one another or be arbitrarily interleaved.

We must, of course, provide various axioms about these operators so that they will be
useful. For example, it is not difficult to show that any [temporal] property that holds of
the behaviors of a process P (or (7) will also hold for the composite process P & Q.

Such axioms may not appear to be very useful, as the properties that hold of each process
will, in general, depend on what other events could occur in the environment. However, to
the extent that the properties of a process’s behaviors are specified in terms of its internal
events and fluents, they will be independent of the context in which the process is embedded.
For example, consider the two very simple processes P and () given below:

P=a:b:P,and
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R=c:d: Q.

Strictly speaking, we have to provide a fixed-point operator to define these processes
[13], but the intended meaning should be clear. Now, if the event types a and b are mutually
exclusive and are internal with respect to process P, all behaviors of P will be such that
the number of events of type a, denoted #a, and the number of events of type b, #b, obey
the constraint: #a—1 < #b < #a. This would -not be the case if @ and b were not
internal events of process P, as any other process could then choose to perform an arbitrary
number of events of type a or b concurrently with process P.

Now let’s assume that ¢ and d are internal events of process (7, and thus obey a law
similar to that given for P. Furthermore, let us assume that events of type & and d are
always constrained to be simultaneous with some interface event e, and vice versa. Using
the fact that the behaviors of the composite process P & () will satisfy the same constraints
as the component processes, it is not difficult to prove that #a —1 < #c¢ < #a+ 1.

Despite the triviality of the example, the important point is that, in proving the above
result, we have not had to examine the internal workings of either process P or . For
example, had the internal structure of these processes been entirely different, this result
would have remained valid (provided, of course, that the processes had still imposed the
same constraints on the number of occurrences of events a, b, ¢, and d). Furthermore,
in determining the properties of the individual behaviors of P and ¢ we have not had to
consider the external environment in which they are embedded; the relationship between the
number or occurrences of events a and b in process P is independent of external happenings,
and similarly for events ¢ and d in process Q.

There are a number of complexities in the specification of processes that require some
care. For example, a process may fail at any time (because some precondition has not been
or cannot be met, or some correctness condition has been violated, etc.). Thus, the behaviors
generated by a process will include both failed and successful behaviors, where each failed
behavior is a prefix of some successful behavior. Indeed, the notion of a process generating
both successful and failed behaviors is essential to planning in real-world domains — we
frequently select a plan of action according to how it can fe: rather than how it succeeds.
Amy Lansky and I have discussed this question in more detail elsewhere [9].

Nondeterministic processes present another problem that has to be addressed with cau-
tion. Such processes can differ from one another despite the fact that they generate identical
behaviors (both successful and failed). The reason for this is that nondetermistic processes
can behave differently in different environments even though their sets of potential behav-
iors are identical. This issue is explored at length in the literature on concurrency and
various means of handling the problem have been developed [13,21].

In summary, the notion of process allows us to structure problem domains and thus
avoid considering how every event affects every other event or fluent. It can therefore
lead to a substantial reduction in the combinatorics of the problem. Furthermore, we can
describe complex domalins in a compositional way — that is, we can specify properties of
individual processes independently of other processes, and then determine the behavior of
the combined processes from knowledge of the behaviors of the component processes.
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& The Frame Problem

The frame problem, as Hayes [12] describes it, is concerned with providing, in a reasonably
natural and tractable way, appropriate “laws of motion.” Our approach to this problem has
been to provide a proper model-theoretic account of actions and events, and to formulate
first-order axioms and rules that allow the effects of actions and events to be determined
monotonically. Furthermore, by introducing the notions of independence and correctness,
we obviate the necessity of using nonmonotonic operators or consistency arguments to
obtain useful results regarding persistence and interference.

Of course, we are left with the problem of specifyingindependence and correctness. There
are essentially two problems here: (1) the apparent combinatorial difficultjes in expressing
all the required independence and correctness axioms; and (2) the complexity to be expected
of many, if not most, of these axioms in real-world applications.

The first of these problems is probably overstated in much of the literature on the frame
problem. Thus, just as in the axiomatization of any large or infinite domain, the number
of axioms required to specify independence (and correctness) can be substantially reduced
by the use of general axioms that allow specific instances of independence to be deduced as
needed. This can substantiaily reduce the combinatorial problem and has the advantage of
remaining within the bounds of first-order logic.

Where desired, some simple closed-world assumption or minimality criterion could ad-
ditionally be used to ease specification of the independence relation for the basic fluents of
the domain. This can be quite straightforward, although some care has to be taken with
the situation variable [5,10]. '

The second problem is handled by introducing causal laws that describe how actions
and events bring about (cause) others. Indeed, without such causal laws, the specification
of independence would become as problematic as is the specification of persistence in the
standard formalisms. Of course, the causal laws can themselves be complex (just as is the
physics of the real world), but the representation and specification of actions and events are
thereby kept simple.

Some researchers take a more general view of the frame problem, seeing it as the prob-
lem of reasoning about the effects of actions and events with incomplete information about
what other events or processes (causally related or otherwise) may also be occurring. Un-
fortunately, this problem is often confused with that of providing an adequate model of
events, with the result that there is usually no clear model-theoretic semantics for the
representation. ‘

For example, one of the major problems in reasoning about actions and plans is to
determine which events can possibly occur at any given moment. Based on the relative
infrequency of “relevant” events (or that one would “know about” these if they occurred),
it has been common to use various default rules [25], nonmonotonic operators 3,20}, or
minimal models [15,18,28] to constrain the set of possible event occurrences. However,
there are many cases in which this is unnecessary — where we can prove, on the basis of
general axioms about independence and correctness, that no events (or effects) of interest
could possibly occur. We may even have axioms that allow one to avoid considering whole
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classes of events, such as when one knows that certain events are external with respect to a
given process. Thus, in many cases, there may be no need to use default rules or minimality
principles — reasoning about plans and actions does not have to be nonmonotonic.

When we do need to make assumptions about event occurrences, default rules and
circumscription can be very useful. TFor example, by minimizing the extensions of the
occurs and causes predicates, we can obtain a theory in which the only event occurrences
are those that are causally necessary [5]. This kind of reasoning seems to correspond closely
to much of commonsense planning. However, in making reasonable assumptions about a
given domain, we do not have to limit ourselves to such default rules or minimality criteria.
In some cases, it may be preferable to use, for example, domain-specific rules defining what
assumptions are appropriate or, alternatively, a more complicated information-theoretic
approach based on quantitative probabilities of event occurrences.

To take a familiar example [1], it seems reasonable, at first, to assume that my car is still
where I left it this morning, unless I have information that is inconsistent with that assump-
tion. However, this premise gets less and less reasonable as hours turn into days, weeks,
months, years, and centuries — even if it is quite consistent to make such a premise. This puts

the problem where it should be — namely, in the area of making reasonable assumptions,
not in the area of defining the effects of actions [4,12,25], the persistency of facts [3,20], or
causal laws [28]. '

Of course, most of the axioms we might state about the real world are subject to
gualification [19]. Our aim has not been to solve this problem, although the notion of
causality lielps to some extent. Turthermore, because our approach has a well-defined
semantics and can be formalized in first-order logic, we provide a sound base on top of
which can be built various meta-theories regarding the handling of qualifications and other
kinds of assumptions. I address some of these issues elsewliere [5].

9 Conclusions

We have constructed a model of actions and events suited to reasoning about domains that
involve multiple agents or dynamic environments. The proposed model provides for simul-
taneous actions, and a generalized situation calculus is used to describe the effects of actions
in multiagent settings. Notions of independence and correctness were introduced and it was
shown how they can be used to determine the persistence of facts over time and whether
or not actions can be performed concurrently. Both these notions I consider critical to rea-
soning effectively about multiagent domains. Furthermore, unlike most previous formalisms
in both single and multiagent domains, the proposed law of persistence is monotonic and
therefore has a well-defined model-theoretic semantics.

We have also demonstrated how the concept of causality can be used to simplify the
description of actions and to model arbitrarily complex machines and physical devices. It
was also shown how sets of causally interrelated actions can be grouped together in pro-
cesses and how this structuring of a problem domain can substantially reduce combinatorial
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complexity. The notion of structuring the problem domain by using general axioms about
independence and causal influence appears to be essential for solving complex multiagent
problems. The only existing work I know of that incorporates such an idea is the planning
system being developed by Lansky [14].

Although we did not consider implementation issues directly, the concepts and laws
introduced by us were aimed at providing a sound basis for practical planning and reasoning
systems. For example, one of the most efficient action representations so far employed in
Al planning systems — the STRIPS representation [4,15] — is essentially the special case in
which (1) the effects of an action can be represented by a conjunction of either positive or
negative literals, called the add list; (2) the action is independent of all properties except
those given in (or deducible from) the delete list of the action; (3) a single precondition
determines performabilty of the action; and (4) no actions ever occur simultaneously with
any other. The approach used by Pednault [23] can also be considered the special case in
which there are no simultaneous actions.

Furthermore, the work here indicates how the STRIPS representation could be extended
to the multiagent domain. I'or example, one possibility would be to stay with the single-
agent representation, adding to it the requirement that the correctness conditions of an
action be represented by the same conjunction of literals given in the add list of the action.
Causal laws could be introduced in the manner of the deductive operators of SIPE [31],
thereby increasing the expressive power of the approach without introducing the problems
usually associated with extending the STRIPS assumption [25]. In this way, some of the
traditional planning systems may be able to be modified to handle multiagent domains.
Alternatively, the approach of Manna and Waldinger [17] could be applied to these domains
by employing the generalized situation calculus we introduced here. Finally, our approach
has shown how we can deduce constraints on the occurrence of actions and events from
relatively simple axioms about their effects and influence. These constraints can then be
used by event-based planners [6,14,30] to form synchronized plans involving the cooperation
of multiple agents in dynamically changing environments.
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